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Abstract—It is demonstrated in this paper that it is possible to
synthesize a stochastic flash ADC entirely from Verilog code and a
standard digital library. An analog comparator is introduced that
is constructed from two cross-coupled 3-input digital NAND gates,
and can be described in Verilog. The synthesized comparators have
random, Gaussian offsets that are used as virtual voltage refer-
ences to make a flash ADC. A piecewise-linear inverse Gaussian
CDF function is used to correct the nonlinearity introduced by the
Gaussian offset distribution. The prototype IC is fabricated in 90
nm CMOS and implements a 2047-comparator version of the pro-
posed architecture. All components including the comparators, the
ones adder, and the peicewise inverse Gaussian function are all
implemented in Verilog. Conventional digital synthesis and place-
and-route is then used to generate the physical layout, making this
the first fully synthesized ADC. SNDR of 35.9 dB (without calibra-
tion) is achieved at 210 MSPS from the Verilog synthesized design.

Index Terms— Analog-digital conversion, circuit synthesis, sto-
chastic systems.

I. INTRODUCTION

A NADC is a mixed-signal systemwith an analog front-end
and a digital back-end. Conventionally, ADCs depend

heavily on good analog design, namely careful matching,
layout, and linear circuits. As circuits scale into deep sub-
micron, designing highly linear circuit components becomes
increasingly difficult [1]. Therefore, an ADC architecture that
can rely less on linear circuits is desirable.
The most essential component of an ADC is the comparator.

It is the entity that ultimately does the translating from the
analog world to the digital world. The circuits upstream from
the comparator tend to be highly analog, and those downstream,
digital. The digital circuits amplify signals all the way to the
rails, so linearity is not important, only delay matters. Due
to their innately low sensitivity to noise and physical layout,
digital circuits lend themselves to automated synthesis. In
order to minimize analog circuit requirements, it is appropriate
to begin with an architecture that is already highly digital.
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Fig. 1. A flash ADC (shown here as single-ended) is a set of monotonic refer-
ences and a single comparator per reference level.

Since the comparator defines the boundary between analog and
digital realms, the flash ADC architecture will be considered,
as it places the comparator as close to the analog input signal
as possible (Fig. 1). If there is no pre-amplification, the only
analog components in a conventional flash ADC are the analog
voltage references and the comparators.
Flash ADCs use a reference ladder, in some form, to generate

the comparator trip points that correspond to each digital code.
Typically the references are either generated by a resistor ladder
[2] or some form of analog interpolation [3], but the effect is the
same: a reference is generated specifically for each comparator.
First proposed in [4] is the stochastic ADC. A stochastic ADC
eliminates an explicit reference generation and uses compara-
tors’ inherent input-referred offsets due to device mismatch as
the trip-points. This has been shown that this can be an effective
way to eliminate the need for a reference ladder [5]–[7]. Once
reference generation is out of the picture, we are left with com-
parators and digital logic.
The remaining analog comparator, it will be shown in this

paper, may also be constructed from digital blocks. For the first
time, this allows for the possibility that the entire ADC can be
constructed using standard digital synthesis flows; moreover,
this type of stochastic flash ADC can be described in Verilog
code.
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The overall architecture is discussed in Section II. Section III
discusses the operation of an analog comparator that is con-
structed from standard digital NAND gates. Section IV deals
with how to cause the flash ADC to have a linear transfer func-
tion even though the sampler thresholds are distributed in a
nonlinear fashion. Section V describes the specifics of fabri-
cated test chip. The results of the said test chip are presented
in Section VI.

II. SYNTHESIZABLE STOCHASTIC FLASH ARCHITECTURE

In a conventional flash ADC, the input signal is connected
to the inputs of a group of comparators. The threshold of each
comparator is set precisely, by some sort of reference ladder,
such that all comparator thresholds are equally spaced by 1
LSB. In reality, there is also a random offset in each comparator
that, in effect, readjusts each comparator threshold by a random
amount. This random offset, due to device mismatches can be
assumed to be a Gaussian distribution with a mean of zero
and variance inversely proportional to comparator area [8].
In order to synthesize a flash ADC from Verilog code, there

are a few key changes that must be made to the architecture.
First of all, the resistor ladder must be removed. The differential
input is then connected directly to the input of all of the com-
parators. Since there are no longer explicit voltage references,
this architecture depends on the virtual voltage references that
exist as comparator offsets due to random mismatch. If the mis-
match is too small, then the input signal range will also be very
small, so very small comparators are actually preferred.
In the case of a conventional flash ADC, the comparator

outputs after a conversion can be expected to be a thermometer
code since the comparator thresholds are monotonically in-
creasing by design. Since comparator thresholds are random in
a stochastic ADC, the order of the comparator outputs can also
be expected to be random. The total number of comparators
that evaluate high will still be monotonically increasing with an
increase in the input voltage. Therefore a ones adder is required
to sum the comparator outputs.
Finally, the raw output of the comparator outputs will be

distorted by the non-uniform distribution the comparator
offsets. A block is then required to un-distort the signal by
passing it through the inverse function of the offset distribution.
Section IV discusses this in detail.
The block diagram of this architecture is shown in Fig. 2.

III. ANALOG COMPARATOR FROM DIGITAL CELLS

Upon observation, the schematic of the transistors inside
a CMOS NAND3 gate closely resemble half of a clocked
analog comparator (Fig. 3). By connecting two NAND3 gates
together as in Fig. 4, an analog-input comparator is created if
the common-mode of the input is high enough to ensure that
the PMOS transistors connected to the input are in the cutoff
region of operation. When the clock is low, both outputs are
reset to the positive supply rail. When the clock goes high, the
outputs will begin to discharge through the three series NMOS
devices. The discharge rate depends on the capacitance on the
output node and the current through the three series devices.
Since one of the series devices is connected to the analog input,

Fig. 2. A block diagram of the proposed stochastic flash ADC. The resistor
ladder is replaced with random virtual references from comparator offsets. The
random nature of the flash output calls for a ones adder. A inverse Gaussian
CDF transformation compensates for the nonlinear distribution of the virtual
references.

Fig. 3. A standard digital CMOS NAND3 gate and its internal transistor
schematic.

the discharging current is proportional to the input. Once one
of the outputs discharges to below a PMOS threshold voltage,
the cross-coupled connection creates positive feedback that
causes the comparator to force the outputs all the way to the
supply rails. Implementing such a comparator can be done
by explicitly referencing the standard library cells in the RTL
Verilog code as in Fig. 5(a). In this example, a static SR-latch is
added to the output of the comparator. The SR-latch holds the
output data valid while the comparator is reset. The SR-latch
input is buffered with inverters to reduce a memory-effect on
the comparator due to the SR-latch.
Although this circuit is inherently compatible with digital

synthesis, the synthesizer will assume that the circuit is actu-
ally a digital one, and will try and optimize it by replacing some
of the gates or changing the circuit entirely while maintaining
the same digital function. This digital optimization may render
the circuit nonfunctional from an analog perspective, so here
the synthesis directive set_dont_touch comparator, or
equivalent, will prevent the synthesizer from altering the com-
parator module.
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Fig. 4. An analog comparator made from standard digital NAND3 cells. The
comparator operates of of a single phase clock . When the comparator
is reset through the parallel PMOS devices. When the discharge through
the two series NMOS branches is determined by the differential input. Once the
output drops low enough, regeneration occurs, which makes the digital decision.
The input common-mode voltage must be high enough to not turn on the PMOS
devices connected to the input.

Fig. 5. (a) Verilog module ‘comparator’ which implements a NAND3 based
comparator (lines 6–11). Inverters buffer the comparator output to a SR-latch.
This is to remove any memory effect caused by the latch. (b) Gate-level
schematic representation of the code.

IV. GAUSSIAN DISTRIBUTION MAPPED TO A UNIFORM
DISTRIBUTION

The probability density function (PDF) of random com-
parator offset is influenced by many factors such as random
variation of threshold voltage and current factor [9]. The Cen-
tral Limit Theorem indicates that since comparator offset is
a sum of independent random variables with finite mean and
variance the PDF will be approximately Gaussian [10]. When a
ramp signal is applied to the input of a stochastic flash ADC, the
output will follow the cumulative distribution function (CDF)
of comparator offset; therefore, the voltage transfer function of
a stochastic flash ADC is the CDF of the random comparator
offset. The number of comparators in the stochastic flash ADC

must be enough such that the actual transfer function resembles
the comparator offset CDF to the desired degree.
To calculate the number of comparators required for a desired
effective bits, let us consider an ADC with random com-

parator thresholds with a uniform distribution. Let us say that
there are comparator thresholds within the range 0 to 1, and
the number of thresholds within the range 0 to (where is
value between 0 and 1) is equal to . This implies that the re-
maining thresholds within the range and 1 are equal to .
For a random uniform distribution of , the random variable
is a binomial distribution [11] with a probability mass function
(PMF) of

(1)

The quantization error of this ADC as a function of is then

(2)

Calculating the SQNR allows to find the effective number
of bits, . The quantization power is calculated by finding the
variance of the quantization error and integrating over ,

(3)

With the quantization power known, SQNR of the stochastic
ADC can be calculated as

(4)

This leads to the results that the number of comparators
required for effective bits is for a random uniform dis-
tribution of comparator thresholds [12], [13]. When DC offset
of the ADC can be ignored, as in the usual case, the comparator
requirement is reduced to [14].
In this work, the expectation is not that comparator levels

will have a uniform distribution; but rather, a Gaussian distribu-
tion of comparator thresholds is expected. To achieve an output
that is linear, the ADC must take advantage of the fact that we
have the knowledge of the shape of the random offset distri-
bution a priori: it is Gaussian. A functional block with an in-
verse Gaussian CDF transfer function can be placed after the
raw ADC output to linearize the output.
The inverse Gaussian block can be implemented as either as a

lookup table or a digital mathematical function. There are grave
disadvantages to implementing this as a lookup table in hard-
ware. A lookup table is a large hardware requirement since it is
implemented as a memory that must be able to output as fast as
the ADC. Depending on the accuracy that is being designed for,
a piecewise linear approximation of an inverse Gaussian CDF
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Fig. 6. This figure shows the piecewise linear inverse Gaussian CDF function for a 2047-comparator stochastic ADC. If the digital code is between 549 and
549, the output is untouched. As the signal goes beyond code 549, the slope of the transfer function is decreasing, so a multiplier is used to compensate. Multipliers

of 1, 1.5 , and 2.5 are chosen for the low hardware overhead of multiplication and devision by factors of 2. The final result gives a more
linear transfer function.

may be sufficient. Fig. 6 is an example of such a piecewise func-
tion defined by

(5)
where is the output of the transfer function and is in terms of
standard deviation . This example only has five piecewise re-
gions. More regions can be added for more accuracy. For the
design that was targeted for this work, five regions were suffi-
cient. The fact that the inverse Gaussian function is a function
of the raw ADC output is very important. By being a function
of the output, it does not matter what the input characteristics
are, or whether or not there is an offset to the distribution.
If the mean or standard deviation of the comparator offset

distribution should change due to variation in process, voltage,
temperature, or any other reason, the CDF transfer function
would be shifted and scaled with respect to input voltage; how-
ever, the shape of the CDF remains the same. The digital output
only represents the shape of the CDF, e.g. code 0 (signed) al-
ways represents the mean of the distribution, and code 699
(for 2047 comparators) always represents one standard devia-
tion above the mean. Therefore, no calibration or tuning is re-
quired; the inverse Gaussian CDF can be hard coded into the
chip.
When implementing (5) for an actual ADC the values for the

piecewise function can be rounded to the nearest code. As an ex-
ample, consider a 2047-comparator stochastic flash ADC. The
function that would actually be implemented is

(6)
Note that the coefficients of were chosen to be factors of

two as to reduce the hardware complexity of implementation,

Fig. 7. A plot of the integral nonlinearity for a 2047-comparator stochastic flash
ADC due to the shape of the Gaussian distribution. The remaining integral non-
linearity after applying piecewise linear approximation function is also plotted.
Note that the 6-bit linear range is nearly doubled. This implies that almost twice
the number of comparators lie within the “useful range” halving the number of
comparators required.

since multiply-by-two and divide-by-two have nearly no hard-
ware cost in binary arithmetic. The effect of this linearization on
overall INL can be seen in Fig. 7. The INL is only within the de-
sired 6-bit level for a small range for the uncorrected Gaussian
transfer function. By adding this correction, the effective linear
range is increased. The end result is that an inverse Gaussian
function placed after the ADC output effectively transforms the
random comparator thresholds to a uniform distribution. This
makes the comparator requirement true for the linearized
range of the distribution. This can be verified mathematically
and is verified experimentally by the prototype IC that was im-
plemented.

V. IMPLEMENTATION DETAILS

As shown in Fig. 2, there are three functional blocks in the
prototype ADC: a group of 2047 comparators, an 11-bit output
ones adder, and the piecewise inverse Gaussian function. All
of these circuits were implemented in Verilog code, digitally
synthesized, and automatically placed and routed for the final
layout.
For simplicity, the example code in this paper describes an

implementation of a 7-comparator stochastic flash ADC. The
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Fig. 8. Verilog module ‘adc’ which creates a 7-comparator ADC and includes
a decimate by 8 option (lines 20–28).

actual fabricated ADC included 2047 comparators, but its code
can be extrapolated from the example code shown.
The Verilog code that implements the ADC at the top level

can be seen in Fig. 8. The outputs of the seven comparators,
are passed the module dsp which consists

of a ones adder and the piecewise inverse Gaussian function.
Lines 20–28 implement a decimate-by-8 for testing purposes:
when decimation is enabled by the input dec_en being set to
“1” (dec_en is connected to an external pin) the output out is
updated whenever the free-running counter dec_cnt is equal
to zero. Since dec_cnt is defined as a 3-bit register, it will be
equal to zero every eight cycles.
A Wallace tree is typically used for efficient and high-speed

ones addition [15]; an example of which can be seen in Fig. 9.
A Wallace tree uses single-bit binary full-adders as 3:2 com-
pressors. Each full adder takes in three binary bits of the same
bit-weight and outputs the same total value: one bit of the same
bit-weight as the inputs, and one bit of twice the bit-weight as
the inputs. The summation then proceeds as follows. Take some
number of inputs of the same bit-weight, seven, for example.
For every set of three or two, sum them in a full-adder; single
remainders pass to the next compression layer as-is. At the next
layer, group all of the bits of the same bit-weight and repeat.
Continue operating until there are two or less of each bit-weight
and sum the result in a conventional carry-look-ahead adder.
This method of adding many bits of the same bit-weight can be
made very fast since the time delay from one layer of inputs
to the next is only a single full-adder delay. Contrast this to a

Fig. 9. Diagram of a pipelinedWallace tree ones adder for 7 inputs. D-flip-flops
add latency in exchange for increasing the allowable throughput.

ripple-carry-adder tree where the time delay from one layer to
the next may be many full-adder delays. To increase the speed
further, D-flip-flops are placed between each layer of full-adders
to pipeline the adder tree. This creates many cycles of latency,
in this case 14 cycles, in exchange for a higher clock rate. The
implementation of the Wallace tree from Fig. 9 is done in Ver-
ilog as lines 21–29 of Fig. 10.
The piecewise linear approximation of the inverse Gaussian

function is implemented as a series of if statements in lines
33–42 of Fig. 10. In this example, there are only seven compara-
tors. For the actual ADC that was fabricated with 2047 compara-
tors, the function from (6) was implemented.

VI. MEASUREMENT RESULTS

The test chip was fabricated in a 90 nm digital CMOS process
with a total area of 0.18 mm , with a final digital gate count
of 23,143 gates. The top metal layer was covered with dummy
metal fill, so there was nothing interesting to see in the die
micrograph, so a screen capture of the layout can be seen in
Fig. 11. At the point where the input net connects to each com-
parator input, a bold “x” has been placed to show the detail of the
comparator placement. The comparator placement resembles a
fractal tree because of the fractal-like nature of a large Wallace
tree ones adder.
Once the layout was synthesized, a parasitic extraction would

give insight into any systematic comparator offset due to layout.
It was speculated that if the place and route tool could only place
the comparators in, for example, three unique placements this
could have an adverse effect on the overall offset distribution.
Upon observation of the layout, there are many unique com-
parator placements (Fig. 12). Since the comparators are sensi-
tive to the capacitance seen at the outputs of the NAND gates,
the routing parasitic capacitance at each NAND output was ex-
tracted. The result of the extraction shows that the parasitic ca-
pacitance follows a log-normal distribution. More importantly,
the difference in capacitance between the positive and negative
output nodes follows a zero-mean Gaussian distribution. Since
the systematic offset distribution is Gaussian, and the random
offset distribution is also expected to be Gaussian, the final dis-
tribution will also be Gaussian.
To test the functionality of the linearization of the piecewise

inverse Gaussian approximation, a ramp input was applied to the
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Fig. 10. Verilog module ‘dsp’ which implements the pipelined Wallace ones
adder (lines 21–29) and piecewise Gaussian-to-uniform function(lines 33–42).

ADC to obtain the transfer function (Fig. 13). It is also observed
that changing the common-mode of the input signal affects the
variance of the comparator offset distribution. Varying supply
voltage and temperature will also have an effect on the variance
of the comparator offset.
Obtaining the transfer function also makes it possible to mea-

sure the INL of the ADC (Fig. 14). The trend of the INL from
simulation can be clearly seen in the measurement.
The maximum sampling rate for a supply voltage of 1.2 V is

determined to be 210 MSPS by applying a 1 MHz input signal
and increasing the sampling rate until the SNDR drops off ap-
preciably (Fig. 15). The steep drop seen above 210MSPS is due
to parts of the digital circuit not having the new data ready to be
latched by the D-flip-flops in the Wallace adder. The maximum
sampling rate is very close to the specification of the target clock

Fig. 11. Screen capture of the prototype IC with the comparator inputs each
marked as a black x. The input network is automatically routed with default
routing options to demonstrate true digital synthesizability. Practical implemen-
tations would direct the router to reduce the RC-delay of the input network. Di-
mensions are 300 m by 600 m.

Fig. 12. Layout detail of synthesized comparator layouts and resulting sys-
tematic parasitic capacitance. The systematic variation is also found to follow
a Gaussian distribution.

Fig. 13. Measured output transfer function of the ADC for different input
common mode voltages.

period given to the synthesizer. A shorter clock period could
have been specified, but this clock period was chosen to limit
the need for larger, more powerful gates in order to meet the
overall area constraint.
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Fig. 14. Simulated and measured INL. The effect of the piecewise inverse
Gaussian function can be seen to follow the expected trend.

Fig. 15. Measured SNDR from a sine-wave test as function of sampling rate.
The abrupt cliff at 210 MSPS is due to setup time violations occurring in the
digital logic.

Fig. 16. Spectral plot of 1 MHz input sine-wave at 210 MSPS achieving 35.9
dB SNDR. 8 decimation was used.

Fig. 16 shows the spectrum of a 1 MHz input and a sam-
pling rate of 210 MSPS (with 8 decimation of the output).
Sine-wave SNDR is 35.89 dB with a 41.46 dB spurious-free
dynamic range. To achieve this performance no calibration or
post-processing was required. The inverse Guassian function on
chip does all of the work of linearizing the output. The stan-
dard deviation of random comparator offset is measured, at a
common-mode input voltage of 800 mV and a 1.2 V supply,
to be about 46 mV. The signal range, being between 1.6 is
about 280 mV differentially. By using the range of 1.6 , al-
most 90% of all of the comparators lie within the signal range.
Without linearizing the Gaussian distribution, this would not be
possible.

Fig. 17. SNDR from a sine-wave test as a function of input amplitude.

Fig. 18. SNDR and SFDR from a sine-wave test as a function of input fre-
quency. The 3 dB bandwidth at around 87 MHz is due to the RC filtering of
the input network.

In a conventional flash ADC, decreasing the signal ampli-
tude decreases the SNDR by decreasing the signal power while
the noise power remains fixed. Measured random input-referred
noise of this ADC is 293 V while the effective LSB is 2.44
mV. In a stochastic flash ADC, the stochastic requirement of

comparators for effective bits means that there are so
many more comparators than a conventional flash ADC that
decreasing the signal amplitude from full scale does not nec-
essarily mean that the SNDR will decrease proportionally. This
is actually a feature of a stochastic flash ADC. Measured data
of SNDR from a sine-wave test as a function of input ampli-
tude can be seen in Fig. 17. Over the range of input amplitude
from 1 to 1.6 , the magnitude of the output in the code-do-
main is larger; however, the linearity is more or less constant.
This could be especially valuable in cases where the magnitude
of an incoming signal may not be fixed, but the required lin-
earity is constant.
There is a significant load at the input (approximately 2.5

pF) due to all of the comparator gate capacitances and the par-
asitic routing capacitance. This total capacitance is distributed
and connected through resistive vias and metal traces that can
not be considered negligible. Due to parasitic filtering of the
input through the automatically synthesized input nets, there is
an observed decrease in SNDR as a function of input frequency
(Fig. 18). The 3 dB bandwidth is measured to be around 87
MHz. This is predicted from extracted simulation of the RC
input network and taking the characteristic of Fig. 17 into ac-
count. This filtering could be easily mitigated by placing the
comparators together and having their inputs ported to higher
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TABLE I
PERFORMANCE SUMMARY

metal, where wider metal could then connect all of the inputs
at the top level. In this work, this was intentionally avoided in
order for the authors to make the claim that the design is fully
synthesized with no manual interference.

VII. CONCLUSION

This prototype IC proves that synthesizing an ADC entirely
from Verilog is possible. The stochastic flash ADC naturally
lends itself to being synthesized by the mere fact that it is
designed to expect high variability; automated place-and-route
will cause problems in many layout-sensitive designs, but not
the stochastic flash ADC. A comparator that is implemented as
two cross-coupled 3-input NAND gates has been demonstrated
to work effectively as a true analog comparator. By using a
piecewise linear approximation of the inverse function of a
Gaussian CDF, 90% of the comparators of a single Gaussian
group become an effective uniform distribution to the accuracy
required. More importantly, this linearizing technique requires
absolutely no calibration or post processing of any kind. The
result is a truly all digital ADC with the only analog input being
the input signal.
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